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a b s t r a c t

We propose a double selection instrumental variable estimator for the endogenous treat-
ment effects using both high-dimensional control variables and instrumental variables.
It deals with the endogeneity of the treatment variable and reduces omitted variable
bias due to imperfect model selection.

© 2020 Elsevier B.V. All rights reserved.

1. Introduction

Estimating the causal effect of the treatment variable is of fundamental importance in the observational studies.
ecause subjects are usually not randomly assigned, it is necessary to assume that the treatment variable can be
onsidered as randomly assigned after controlling for a large set of other confounding covariates (Imbens, 2004; Imbens
nd Rubin, 2015). But in empirical research, there is often no guidance on how to choose control variables (Donohue III and
evitt, 2001). Belloni et al. (2014) proposed a double selection (DS) method to identify the important control variables for
he exogenous treatment variable. However, the treatment is often endogenous due to unavailability of important control
ariables or sample selection, which would lead to the inconsistency of the DS estimator. To deal with the endogeneity,
he instrumental variable (IV) technique has been widely used. The optimal instrument is the conditional expectation
f the endogenous variable given IVs (Amemiya, 1974). Belloni et al. (2012) proposed a post-LASSO method to select
mportant IVs and estimate optimal instruments. Lin et al. (2015), Farrell (2015), Kang et al. (2016) and Fan and Zhong
2018) also studied high-dimensional IV models using LASSO-related methods. Zhong et al. (2020) further considered
he penalized logistic regression based IV estimator for dummy treatment variable. In high dimensional data analysis
iterature, regularization methods have been intensively studied for variable selection, e.g., LASSO (Tibshirani, 1996), SCAD
Fan and Li, 2001), etc. However, as mentioned by Belloni et al. (2014), the traditional post-single-selection methods fail
o control the omitted variables bias due to imperfect model selection. This motivates us to develop a double selection
rocedure for estimating the endogenous treatment effect using both high-dimensional control variables and instrumental
ariables.
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In this paper, we propose a double selection instrumental variable (DS-IV) estimator using a three-step algorithm. In
he first step, we select the significant control variables for the outcome using regularization methods; In the second step,
e select the control variables and instrumental variables which are important to predict the endogenous variable and
btain the predicted value of the endogenous treatment variable; In the third step, we obtain the DS-IV estimator for the
ndogenous treatment effect based on the predicted treatment variable and the union of the selected control variables
n the first two steps. The control variable selection alleviates the intrinsic difficulty of finding valid instruments. It is
asily implemented using our developed R package naivereg1 (Fan et al., 2020). A closely related work by Chernozhukov
t al. (2015) also offers an approach to estimating structural parameters of endogenous variables in the presence of many
nstruments and controls. The main difference is that they used orthogonal moment functions in Belloni et al. (2014)
hile we focus on the selection of instrumental variables.
The rest of the paper is organized as follows: Section 2 presents the DS-IV estimator. Section 3 investigates its

heoretical properties. Section 4 is a real data application. To save space, the Monte Carlo simulations and all detailed
roofs are contained in the Supplementary material. Throughout the paper, we let ∥ · ∥0, ∥ · ∥ and ∥ · ∥∞ represent the
0-norm, ℓ2-norm and the infinity norm, respectively. m ∨ n = max{m, n} and En[f ] := En[f (ωi)] :=

∑n
i=1 f (ωi)/n.

. Methodology

Consider a structural equation with an endogenous treatment variable and many control variables

yi = diα0 + x′

iβ0 + εi, (2.1)

here yi is the outcome variable for individual i, di is the endogenous treatment variable, α0 denotes the true coefficient
f di, xi is a p × 1 vector of exogenous control variables, β0 is a p × 1 vector of the true parameters associated with xi,
i is the ith random error term for i = 1, 2, . . . , n, and n is the sample size. To estimate the treatment effect accurately,
e include as many as possible confounding control covariates. Thus, the dimension of xi, p, is allowed to be greater
han n. We remark that, under the mean conditional independence assumption E[εi|di = a + 1, xi] = E[εi|di = a, xi] for
ome value a in the domain of di, α0 = E[yi|di = a + 1, xi] − E[yi|di = a, xi], which is the average treatment effect (ATE)
hen the treatment variable increases one unit from the value a conditional on the value of xi. If the treatment is binary,
0 = E[yi|di = 1, xi] − E[yi|di = 0, xi] is the ATE conditional on xi under the assumption E[εi|di = 1, xi] = E[εi|di = 0, xi]
hich is weaker than the common conditional independence (unconfoundedness) assumption (Heckman et al., 1998).
We develop a double selection instrumental variable (DS-IV) estimator for the endogenous treatment effect α0 with

oth high-dimensional control variables and instrumental variables. We denote a q × 1 vector of instrumental variables
y wi = (wi1, . . . , wiq)′ and consider the following linear reduced form equation of the endogenous treatment variable di,

di = w′

iδ0 + x′

iγ0 + νi, (2.2)

here δ0 and γ0 are q×1 and p×1 vectors of the true coefficients of instrumental variables wi and the control variables
i in (2.2), respectively. For notation simplicity hereafter, we rewrite Eq. (2.2) as di = z′

iθ0 + νi, where zi = (wi, xi) and
0 =

(
δ′

0, γ
′

0

)′. Denote by ρε,ν the correlation between ε and ν, and ρε,ν ̸= 0 indicates the endogeneity of the treatment
ariable di.
Denote the optimal instrument by d∗

i = E(di|zi). Let Y = (y1, . . . , yn)′, D = (d1, . . . , dn)′, D∗
= (d∗

1, . . . , d
∗
n)

′,
= (ν1, . . . , νn) and D̂ = (̂d∗

1, . . . , d̂
∗
n)

′. For A ⊂ {1, . . . , p}, let XA = {Xj, j ∈ A} where Xj is the jth column vector of
. Let PA = XA

(
X′

AXA
)−1 X′

A and MA = In − PA. The DS-IV algorithm consists of the following three steps:

Step 1. We select the important control variables using regularization methods for the data (yi, xi). The objective function
with ℓ1 penalty is

Ln,1(β, λn) =

n∑
i=1

(yi − x′

iβ)
2
+ λn

p∑
j=1

|βj|, (2.3)

where λn is a tuning parameter which is chosen by cross-validation or the BIC criterion (Wang et al., 2007). The
penalized estimator β̂ is obtained by β̂ = (̂β1, β̂2, . . . , β̂p)′ = argminβ Ln,1(β, λn). Denote Î1 = {j : β̂j ̸= 0, j =

1, 2, . . . , p}.
Step 2 We select both important control variables and instrumental variables for the endogenous treatment in (2.2) using

data (di, wi, xi). We consider the objective function

Ln,2(δ, γ, λn) =

n∑
i=1

(di − w′

iδ − x′

iγ)
2
+ λn(

q∑
j=1

|δj| +

p∑
j=1

|γj|), (2.4)

where the estimator δ̂ and γ̂ are obtained by minimizing the objective function Ln,2(δ, γ, λn) in (2.4), i.e. θ̂ =

(̂δ
′
, γ̂ ′)′ = argminδ,γ Ln,2(δ, γ, λn). Denote Î2 = {j : γ̂j ̸= 0, j = 1, 2, . . . , p}. Then, the optimal instrument is

estimated by d̂i
∗

= w′

îδ + x′

iγ̂ = z′

îθ.

1 https://cran.r-project.org/web/packages/naivereg/index.html.
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Step 3 We define the DS-IV estimator α̂ for the endogenous treatment effect based on the predicted treatment variable
d̂i

∗
and the union of selected control variables in the first two variable selection steps denoted by Î = Î1 ∪ Î2. That

is,

α̂ =
(
D̂′MÎD

)−1 (
D̂′MÎY

)
. (2.5)

Remark. The double selection is robust to imperfect model selection of single selection methods. Some key control
variables might be missed by the first-step single selection using the data (yi, xi) because either the beta-min condition
cannot be satisfied (Van De Geer et al., 2011) or the sample size is limited. If these missed key controls happen to be
correlated with the treatment variable, then the treatment variable is endogenous due to the omitted key variables which
lead to estimation bias. Thus, the second step is crucial to ensure the accuracy of the estimated treatment effect. We
also remark that this algorithm can be easily extended to the multi-dimensional endogenous variables using the similar
framework.

3. Theoretical properties

Assume ∥β0∥0 ≤ s and ∥γ0∥0 ≤ s, where the number of true regression coefficients β0 and γ0 cannot exceed s ≪ n,
and its estimator is given by ŝ = ∥̂I∥0. The following regularity conditions are imposed for the theoretical properties of
the proposed DS-IV estimator.

(A) Define φmin(m)[M] := min1≤∥δ∥0≤m
δ′Mδ

∥δ∥2
and φmax(m)[M] := max1≤∥δ∥0≤m

δ′Mδ

∥δ∥2
for a semi-definite matrix M .

There is an absolute sequence an → ∞ such that with probability at least 1 − ∆n, k′
≤ φmin(ans)[En(ziz′

i)] ≤

φmax(ans)[En(ziz′

i)] ≤ k′′, where En(ziz′

i) =
∑n

i=1 ziz
′

i/n and 0 < k′ < k′′ < ∞ are absolute constants.
(B) For i = 1, . . . , n, the two error terms satisfy E(ε2

i ) < ∞ and E(ν2
i ) < ∞.

(C) logm = o(n1/3) and s log(m ∨ n)/n → 0, where m = p + q. There exists a constant C such that E(x3ijv
3
i ) ≤ C .

(D) Assume that E(d∗

i
2) < ∞ and max1≤j≤s |

∑n
i=1 xijd

∗

i /n| < ∞ hold.

Condition (A) and Condition (C) are extended from Condition SE(P) for Sparse Eigenvalues in Belloni et al. (2014).
ondition (A) can directly hold for xi, i = 1, . . . , n being i.i.d. zero-mean sub-Gaussian random vectors or i.i.d. bounded
ero-mean random vectors. Condition (C) also guarantees the validity of the proposed method can deal with the high
imensionality of the control variables and IVs, also can be applied to moderate deviation theorems for self-normalized
ums to obtain a bound for some error components. Condition (B) is the moment conditions imposed on the error terms.
ondition (D) imposes mild restriction on the moment of some important term involving the endogenous treatment
ariable.

emma 3.1 (Model Selection Consistency). Under Conditions (A), (B) and (C), we have ∥D̂−D∗
∥ = op

(√
s log(m ∨ n)/n

)
, ∥̂θ−

θ∥1 = op
(
s
√
log(m ∨ n)/n

)
, ∥̂θ − θ∥2 = op

(√
s log(m ∨ n)/n

)
.

Lemma 3.1 gives the consistency for (Post-)LASSO estimators, which can be derived from Lemma 1 in Belloni et al.
2014). The main result of the DS-IV estimator in Theorem 3.1.

heorem 3.1. Suppose Conditions (A)–(D) hold, the DS-IV estimator α̂ of the endogenous treatment effect α0 is root-n consis-

ent and asymptotically normal. That is, σ−1
n

√
n(̂α−α0) → N(0, 1) in distribution, where σ 2

n =

(
E(D∗

′

MID∗)
)−1

E
(
D∗

′

MID∗

ε2
i

)(
E(D∗

′

MID∗)
)−1

. If E(ε2
i ) = σ 2

ε almost surely for all 1 ≤ i ≤ n, then σ 2
n =

(
E(D∗

′

MID∗)
)−1

σ 2
ε .

Theorem 3.1 demonstrates that the DS-IV estimator is asymptotically unbiased, root-n consistent and asymptotically
normal. It is parallel with Theorem 3.1 in Belloni et al. (2014). However, it is different from Belloni et al. (2014) in that
our DS-IV estimator is able to deal with the endogeneity of the treatment variable.

4. The treatment effect of teacher’s attentiveness on student’s achievement

Home visits could facilitate parent involvement, reduce discipline problems and increase student’s overall positive
attitudes toward school (Dohl and Lochner, 2012; Castro et al., 2015). Using a comprehensive survey data, the China
Education Panel Survey (CEPS), we investigate the treatment effects of home visits on students’ performance measured
by standardized exam grades. We define the treatment variable di to be 1 if the class adviser goes to the ith student’s
home to talk with the parents at least once during the school year and 0 otherwise. The response variable scorei is one
of Mathematics, Chinese, English subject score of the ith student.

We consider
′
scorei = diα0 + xiβ0 + εi,

3
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Table 1
Estimated effects of home visit on school performance.

Math Score Chinese Score English Score

Effect Std. Err. Effect Std. Err. Effect Std. Err.

OLS (univariate) −0.150 0.198 −0.159 0.198 −0.379* 0.198
OLS (multivariate) 0.003 0.212 0.052 0.199 −0.055 0.201
TSLS 0.624** 0.297 0.556* 0.290 0.497* 0.292
DS 0.337* 0.201 0.381* 0.210 0.225 0.204
Post-LASSO 0.730** 0.317 0.646* 0.355 0.538* 0.322
DS-IV 1.273*** 0.291 1.159*** 0.304 1.218*** 0.310

Notes: OLS (univariate) is the univariate OLS with only treatment variable. OLS (multivariate) is
multivariate regression.
*Denotes 0.1 significance level.
**Denotes 0.05 significance level.
***Denotes 0.01 significance level.

here xi is a set of covariates which include student’s gender, cognitive ability test score, health status, total hours of
tudy after school, mother’s education, family income, number of siblings, whether student lives with grand parents, and
he characteristics of the response variable subject teacher including age, gender, total teaching hours, etc. We employ
he IV method to address the endogeneity issue of the home visit di due to unobserved common factors such as student’s
true interests in studying that subject. The candidate IVs include the age, marital status, gender, the number of other
classes, total teaching hours last week, total teaching preparation hours last week, the number of hours spent on grading
homework of the last week of the non-adviser teachers of a different subject from the response. We also include the
polynomial terms up to order 3 and the interactions of all these variables. For potential covariates, we also include the
student height, weight, ethnicity, previous year grades, sleeping time, extra curriculum activities, family activities, etc.
The sample size is 7617. The percentage of observations with home visit is 42.93%.

The regression results are presented in Table 1. First, we see that the ordinary least square (OLS) estimation in general
reports no significant effect of home visits on any of three subjects, even negative effect for English scores. This is because
the OLS estimator is severely biased due to the endogeneity. The two-stage least square method (TSLS) shows home visits
can improve the standardized exam grades by around 0.5 points (in the 100-point scale) on average, holding other factors
constant. The DS (Belloni et al., 2014) is supposed to select the important covariates of student performance, but it might
still be biased due to the endogeneity of the treatment. The magnitude of treatment effects using the DS is about half
the size of TSLS. The post-LASSO (Belloni et al., 2012) results show a slightly larger treatment effect than the TSLS. The
proposed DS-IV method shows the strongest evidence of home visits on students performance in all three subjects. Home
visits could significantly improve on average 1.2 points of standardized grades.
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